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Abstract 
The purpose of this study is to find out the application of the Maximal Marginal Relevance (MMR) and TextRank 
methods in automatic text summarization in journals in viewing the best model value in text automatically. This study 
can also implement an automatic text summarization application and find out the comparison between MMR and 
TextRank in the text summarization process in journals. Next research will evaluate the performance of the two models 
in producing relevant and informative text summaries. The problem of this research is how to overcome the problem 
of summarizing text with the basic concept of summary in providing the essence or overall content text in a journal. The 
main focus of this research is to display significant and relevant information in a more organized form and to display 
values for the efficiency of which model is the best after comparing the two models. The results of this research are a 
decision support system for determining the quality of poor rice using the fuzzy madm yager model with a value of 
(MMR) 0.4 and top N(3). The results of the comparison of the Maximal Marginal Relevance (MMR) similarity values 
are 0.510 and the score is 0.510, while the TextRank similarity is 0.510 and the score is 0.015. Based on testing of the two 
models, the best value was obtained from the rextrank model with a score of 0.015. 
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Introduction 
Background 

The rapid development of the academic world, research, scientific journals often have long and complex content in taking a 

scientific summary [1]. Understanding the many existing journals is a challenge for researchers who are members of research-related 

fields [2] [3]. The process of understanding a journal thoroughly requires a lot of time and effort, especially when researchers have to 

access many journals to get correct and relevant information in search journals. [4]. In today's digital era, information is easy to obtain 

and can be viewed quickly in journals or scientific works found in online media [5] [6]. However, in the face of obstacles in the form 

of long journals and the difficulty of obtaining a comprehensive and fast understanding of the topic being researched and the difficulty 

of processing information relating to related fields to draw conclusions [7]. 

A journal is the result of research that discusses a problem according to a field of science that has been studied by lecturers, 

practitioners or students [8]. The main focus of this research is to present better, relevant and organized information in looking at the 

results of the comparison of the two models and the summarization process is one of the most important things in the journal browsing 

process [9]. The basic concept of this research is to provide an important understanding of the overall content of the article/journal 

which will provide concise information by comparing the text search on journal [10].  

This research compares the two models using the Maximal Marginal Relevance (MMR) Model, where this model can summarize 

documents with a text calculation value seen from the level of similarity between sentences contained in a journal. [11]. Then the 

document is segmented into several sentences, the further process of which is revealed based on the type in viewing the summary. 

Furthermore, the Maximum Marginal Relevance (MMR) algorithm is also the result of an extraction method to compile a summary of 

one or several documents and can draw conclusions by summarizing the level of similarity between parts of the text [12]. This MMR 

model process avoids redundancy and selects relevant information [12].  

The Maximum Marginal Relevance (MRMR) method can select sentences/text then see the results by considering the relevance 

between sentences and questions that combine between sentences [13]. Then the MMR algorithm can see and analyze the text results 

at the level of newness of information that will be used as a conclusion [14] . 
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 Furthermore, the TextRank model in this research is an algorithm based on selecting graphs which are then processed to extract 

information or create a text summary from journal documents which can be retrieved on storage media which can then be used as a 

conclusion. [15]. The TextRank Algorithm Model can also be seen with the similarity model in the PageRank model developed by text 

search engines which is often seen on the Google home page which can rank web pages as a result of conclusions. [16] [17]. There is 

a lot of research on the TextRank algorithm used in natural language processing and text processing or summarizing text from 

documents which can then be used as a conclusion from various documents. [15] [18]. 

This research aims to compare two automatic text summarization methods, namely Maximal Marginal Relevance (MMR) and 

TextRank. With this comparison, research can see and evaluate the performance of both in producing text summaries that are relevant 

and informative [19]. Furthermore, the focus of this research is to display information from the journal conclusion process in a more 

organized and easy to understand way by displaying the journal title, the journal upload process which is changed to the journal text, 

then the results are displayed in a comparison of the two models. 

 

Formulation of the problem 
Based on the problem of this research, the following is a comparative research formula for automatic text 

summarization methods of maximal marginal relevance (mmr) and textrank in journals as follows : 
1. How to design and implement an automatic text summarization application for journals using the Maximal Marginal 

Relevance (MMR) and TextRank methods? 
2. How to compare the application of the Maximal Marginal Relevance (MMR) method and TextRank in automatic text 

summarization in journals? 
3. How to see the results of the comparison between TextRank and MMR in the process of summarizing text in journals? 

Materials & Methods 
 Research Steps 
1. Data collection 

 This research stage uses data obtained from journals and the journal data is entered into documents directly for 
automatic comparison 
2. Analysis of System Requirements 

This system uses the MMR algorithm to summarize text and the TextRank algorithm carries out automatic text 
summarization, by comparing the Maximal Marginal Relevance algorithm with TextRank 
3. System design and implementation 

The system design uses data flow diagrams and an interface to input or enter journal files in format (docx, pdf). 
Furthermore, the application system implementation uses the title input indicator interface, alpha (MMR), Top N, upload 
PDF files, journal text and the comparison results of the two models. 
4. Application Testing 

Conducting a testing application by comparing the results of both Maximal Marginal Relevance (MMR) and TextRank 
models. the comparison results are in the form of Rank, summary, similarity, score. The results of this test are to see which 
value the two models are the best in seeing the automatic test summarizer. 
 

Research methods 

The research method for comparing the automatic text summarization method of maximal marginal relevance (MMR) 
and textrank in journals is as follows :  
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Figure 1. System Scheme 
1.    Input Metadata Dokumen 
Input document metadata data, such as title, Alpha (MMR), Top AND, Upload pdf file, journal text into a comparison of 
the automatic text summarization methods of maximal marginal relevance (mmr) and textrank 
2.    Input File (PDF, DOCX) 

Upload PDF and Docx document files. This file can be a document in PDF, DOCX, or other text format.. 
3.    Extraction of Text in Files 

After the file is uploaded, the application will extract text from the document so it can be extracted in a text journal 
4.    Summarization using the MMR Method 

MMR summarization of the extracted text. The MMR method will extract the most relevant and varied sentences to 
form a summary [13] . 

 
The research method for comparing the automatic text summarization method of maximal marginal relevance (mmr) and 
textrank in journals is as follows: 
The first step is to determine the TF-IDF method, which is a term (word) weighting method that is widely used as a 
comparison method against new weighting methods. [20]. In this method, the term weight calculation in a document is 
calculated 
𝑡𝑓 = 1 + 𝐿𝑜𝑔(𝑡𝑓)        (1) 

 𝑡𝑓 = 0.5 + 0.5 𝑥 (
𝑡𝑓

max 𝑡𝑓
)      (2) 

Inverse Document Frequency (idf) calculated using a formula: 

idfj = log(D/dfj)        (3) 

Thus the formula for TF-IDF is a combination of the raw TF calculation formula with the IDF formula by multiplying the 
term frequency (tf) value by the inverse document frequency value (idf): 
wij = tfij x log (D/dfj)  (4) 

Cosine Similarity 

Cosine similarity is a method for calculating the distance between vectors d1 and d2 which produces the cosinex 
angle between the two vectors. The cosine similarity calculation equation is as follows: 

Sim(A, B) = cosine θ =
A•B

||A||||B||
    (5) 

Persamaan nilai AB merupakan dot product yang merupakan nilai untuk mengekspresikan sudut antara dua vector, 
berikut ini rumus metode mmr adalah sebagai Berikut : 
MMR = argmax [ ⋌ * Sim1 Si , Q) – (1 - ᶋ) * maxSim2(Si , S 2 )  (6) 
5.    Summarization using the TextRank Method 

The TextRank method will be used to perform text summarization. The TextRank algorithm performs ranking 
calculations for each sentence in the text as follows [17]:  

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝑆𝑖  , 𝑆𝑗 )
[𝑊𝑘]𝑊𝑘 ∈ 𝑆1 & 𝑊𝑘∈ 𝑆𝑗

𝑙𝑜𝑔([𝑆1])+log([𝑆1])
     (7) 

Wk = There are the same number of words (terms) between sentences Si and Sj. 

Si = The length of the sentence Si. 
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 Sj = Length of sentence Sj. 

The formula for PageRank is as following: 

𝑆(𝑉𝑖) = (1 − 𝑑) + 𝑑 ∗ ∑ 𝑗 ∈ 𝑠𝑛 (𝑣𝑖)
1

[𝑂𝑢𝑡(𝑉𝑗)]
 𝑆(𝑉𝑖)   (8) 

Description: 

Vi = the vertex for which the score is calculated. 

Vj = vertex adjacent to Vi. 

d = factors whose values are between 0 and 1.  
 6.    Displays Summarization Results with MMR and TextRank: 

The summarization results of the two methods consist of the MMR and TextRank methods which will display the 
results of rank, summary, similarity and score values in the application of the automatic text summarization method 
maximal marginal relevance (mmr) and textrank. 

Results and Discussion 
A. System Analysis Maximal Marginal Relevance (MMR) and TextRank 

The Maximal Marginal Relevance (MMR) system test display in looking at the comparison of the automatic text 
summarization method of maximal marginal relevance (mmr) and textrank in journals is as in the following table: 

Table 1.Testing Maximal Marginal Relevance (MMR) 

 
 
 

For TextRank testing in viewing summaries, similarity and scores in a comparison of the automatic text 
summarization methods of maximal marginal relevance (MMR) and TextRank in journals as in the following table: 

Tabel 2. Testing TextRank 

 
 
Furthermore, for testing Maximal Marginal Relevance (MMR) in different titles and alpha (MMR) 0.8 and Top N totaling 
5 can be seen as in the following table : 

Table 3.Testing Maximal Marginal Relevance (MMR) 
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For TextRank testing in viewing summaries, similarity and scores in a comparison of the automatic text 
summarization methods of maximal marginal relevance (MMR) and TextRank in journals as in the following table: 

Tabel 4. Testing TextRank 

 
 
 
 
 

B. System implementation Maximal Marginal Relevance (MMR) and TextRank 
 The system display in viewing the comparison of the automatic text summarization methods of maximal 
marginal relevance (mmr) and textrank in journals is as follows : 
A. list of documents 
 The following is a list of comparative documents for automatic text summarization methods of maximal marginal 
relevance (mmr) and textrank in journals, as follows: 
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Figure 1. list of documents 

B. Process MMR dan TextRank 
 The following is a comparison process for the automatic text summarization method of maximal marginal 
relevance (mmr) and textrank in journals as follows :  

 
Figure 2. Process MMR dan TextRank 

 
C. Implementasion System method of maximal marginal relevance (mmr) and textrank in journals as follows : 
 The following are the results of applying the comparison of the automatic text summarization method of maximal 
marginal relevance (mmr) and textrank in journals in the following image:  
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Conclusions  
Based on the results and discussion of the research, the following conclusions can be drawn from the Comparison Of 

Automatic Maximal Marginal Relevance (Mmr) And Textrank Text Summarizing Methods In Journals as follows: 
1. Based on the comparison results between the MMR (Maximal Marginal Relevance) and TextRank methods, MMR is 

superior in seeing specific and unique information in a summary. furthermore MMR avoids redundancy and adds new 
information or perspectives to the summary. This is important for specific details or facts, while TextRank is more 
precise in providing more general information or broad context. The next comparison result MMR can match the closest 
relationship with the text state relationship, but there is a high possibility of losing the text picture when focusing on 
the summary details in a text, then textrank captures the important points that are repeated, ensuring that key aspects 
of the text are represented, but can be redundant. 

2. In conclusion, the choice between MMR and TextRank depends on the specific goals of summarization and the type of 
text in a problem, the method with MMR is more appropriate for detail and specificity, while TextRank is better for 
general description and context. 

3. The test results in the title display Testing the TextRank Algorithm in Summarizing Text, Alpha (MMR) 0.6 and Top 

N (0.3). summarize on the Maximal Marginal Relevance (MMR) method rank 1 for Case Folding No Results 

Tokenizing S1 Manchester United has to pay high costs if they want to dismiss coach Erik Ten Hag S2 Erik Ten Hag's 

leadership at Manchester United is in turmoil following minor results and similarity values of 0.526 score 0.526. The 

second rank of the text rank method results for the summarization process from the initial number of words of 11 1 

words can be summarized to 74 words. the similarity results are 0.526 and the score is 0.526. 
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