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Abstract: In this study, we presents a comprehensive analysis of gender identification methods 

utilising eight distinct classification models: K-Nearest Neighbors (KNN), Naive Bayes, Decision 

Tree, Random Forest, Logistic Regression, XGBoost, Support Vector Machine (SVM), and Neural 

Network. Gender identification is a critical task with significant applications in marketing, social 

analysis, and security systems, necessitating the exploration of various methodologies to achieve 

optimal performance. The dataset employed in this research underwent normalisation using the 

Min-Max scaling technique, which enhances the performance of classification models by ensuring 

that all features contribute equally, particularly when the data exhibits varying ranges of values. 

The results reveal that the K-Nearest Neighbors (KNN) model significantly outperformed the 

other models, achieving an impressive accuracy of 0.9758 with a support of 951, underscoring the 

effectiveness of the KNN algorithm in gender identification tasks and establishing it as a reliable 

choice for applications requiring high accuracy. Furthermore, the study emphasises the critical 

importance of selecting appropriate models in machine learning tasks and the substantial impact 

of data normalisation on model performance. Overall, this research provides valuable insights 

into the KNN algorithm, demonstrating its ease of implementation and exceptional effectiveness 

in achieving high precision in gender identification tasks, with implications for future research 

and practical applications across various fields 

 

Keywords: classification models; data normalisation; gender identification; K-Nearest 

Neighbours; machine learning. 

 

1. Introduction 

Gender identification has become an essential task in various domains, including marketing, 

social analysis, security systems, and human-computer interaction. With the increasing 

availability of digital data, the demand for accurate and efficient gender classification methods 

has risen [1], enabling tailored services and enhanced user experiences. Traditional approaches 

to gender identification relied heavily on demographic and psychological surveys, which are 

often time-consuming and prone to bias. However, advancements in machine learning have 
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opened new avenues for automating this process with higher accuracy and efficiency, making it 

a focal point for research in recent years. 

Machine learning algorithms offer promising solutions for gender identification by learning 

patterns from data and generalising these patterns to unseen cases [2]. Among the most widely 

used models are K-Nearest Neighbors (KNN), Naive Bayes, Decision Trees, Random Forest, 

Logistic Regression, Support Vector Machine (SVM), XGBoost, and Neural Networks. Each of 

these algorithms has its strengths and limitations, making it critical to assess their performance 

comprehensively. Previous studies have explored the use of these models in gender classification 

tasks, demonstrating varying degrees of success depending on the dataset characteristics and 

preprocessing techniques employed. 

Data preprocessing, particularly feature scaling and normalisation, plays a crucial role in 

enhancing the performance of machine learning models. For instance, distance-based algorithms 

like KNN and SVM are highly sensitive to the range of input features, where differences in feature 

magnitudes can disproportionately influence model outcomes. The Min-Max scaling technique 

is widely adopted to address this issue by transforming feature values into a uniform range. The 

normalisation significantly boosts model performance by ensuring that all features contribute 

equally during the training process. This step is especially important when dealing with datasets 

containing features with varying scales. 

Despite the significant progress made in gender identification using machine learning models, 

there remains a need for a thorough comparison of these algorithms to identify the most effective 

model for this task. Many studies have focused on individual models or small subsets of 

algorithms without providing a comprehensive evaluation across a broad range of classifiers. 

Additionally, the impact of data preprocessing techniques [3][4] such as Min-Max normalisation 

on different models' performance has not been fully explored [5]. Understanding these factors is 

vital to developing robust gender classification systems that can be applied across various 

contexts and applications. 

This study aims to address these gaps by conducting a comprehensive analysis of eight 

popular machine learning models for gender identification. By applying Min-Max normalisation 

to the dataset and carefully evaluating each model's performance using standard metrics, this 

research provides valuable insights into the effectiveness of different classification algorithms. 

The findings of this study are expected to contribute to the growing body of knowledge on gender 

identification and offer practical guidance for selecting suitable machine learning models in 

various real-world applications. 

2. Materials and Methods 

This research aimed to analyse and compare the performance of eight distinct machine 

learning classification models for gender identification. The methodology was carefully designed 

and executed in several stages, including data preprocessing, model selection, training, 

evaluation, and performance metrics analysis. Each of these stages was integral to achieving a 

robust and accurate comparison of the chosen algorithms. The models selected for this study were 

K-Nearest Neighbors (KNN), Naive Bayes, Decision Tree, Random Forest, Logistic Regression, 

XGBoost, Support Vector Machine (SVM), and Neural Network, providing a diverse range of 

classifiers with varying underlying mechanisms. 

 

2.1 Preprocessing Data 

 Data preprocessing is a crucial step in machine learning to enhance the quality of input data 

and ensure it aligns with the requirements of various algorithms. In this study, the dataset 

underwent several preprocessing steps, starting with data cleaning to handle missing or 
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inconsistent values. Following this, normalisation was performed using the Min-Max scaling 

technique [6][18]. This method transforms feature values into a fixed range, typically [0, 1], which 

is essential for distance-based algorithms like KNN and SVM [7]. By applying Min-Max 

normalisation, we ensured that features with larger ranges did not disproportionately affect the 

model, thereby improving the overall performance and convergence speed of the classifiers. 

 

2.2 Feature Selection 

 Feature selection is a vital step in reducing model complexity and enhancing predictive 

performance by identifying the most relevant features. In this research, a statistical approach was 

employed to select key features that significantly contribute to gender classification [8]. 

Specifically, the mean values of the features were calculated, and an evaluation of their 

significance was conducted. The analysis identified three key features—meanfreq, meanfun, and 

IQR—as the most influential in distinguishing between male and female labels. This selection 

process effectively reduced the dimensionality of the dataset, enhancing the model's efficiency 

without compromising its accuracy. 

 

2.3 Model Training and Evaluation 

After data preprocessing and feature selection, the next phase involved training the chosen 

classification models. The dataset was split into training and testing. Each model was then trained 

on the training dataset and evaluated on the testing dataset to assess its performance. 

Hyperparameter tuning was performed for each model to optimise their configurations and 

improve accuracy. For instance, the number of neighbors in KNN, the maximum depth of 

Decision Trees, and the kernel type in SVM were fine-tuned to achieve the best results. The 

models' performance was evaluated using standard metrics, including accuracy, precision, recall, 

and F1-score, to provide a comprehensive comparison of their capabilities. 

KNN is a distance-based algorithm that classifies data based on the majority label of the k 

nearest neighbors. The distance is cal culated using matrics such as Euclidean or 

Manhattan[9]. 

𝑑(𝑥, 𝑥𝑖) =  √∑ = 1((𝑥𝑗 − 𝑥𝑖𝑗)2
𝑛

𝑗
 

 

Naïve Bayes assumes that features are independent and calcutes probabilities using 

Bayes’theorem. It is suitable for large datasets with simple assumptions[10]. 

 

𝑃(𝑦|𝑥) =  
𝑃(𝑥|𝑦)𝑃(𝑦)

𝑃(𝑥)
 

 A Decision Tree builds a tree structure by splitting data based on metrics like Gini Impurity 

or Informtion Gain. Each branch represents a decision-making condition[11]. 

 

𝐺𝑖𝑛𝑖 = 1 −  ∑ 𝑝𝑖
2

𝑐

𝑖=1
 

 

 Random Forest is an ensemble of multiple decision trees. The algorithm combines the 

predictions of individual trees to achieve higher accuracy and robustness[12][13]. 

 

𝑓(𝑥) =  
1

𝐵
∑ 𝑓𝑏(𝑥)

𝐵

𝑏=1
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 Logistic Regression predicts the probability of the target class by modeling a logistic 

relationship between independent variables and the dependent variable[14]. 

 

𝑃(𝑦 = 1|𝑥) =  
1

1 + 𝑒−(𝛽0+𝛽1𝑥)
 

 

 XGBoost is a boosting algorithm that iteratively improves model performance by adding 

decision trees and minimizing loss efficiently [15]. 

 

𝐹𝑡(𝑥) =  𝐹𝑡−1(𝑥) + 𝜂ℎ𝑡(𝑥) 

 

 SVM finds the optimal hyperplane that separates data from different classes with maximum 

margin, ensuring better generalization[16]. 

 

𝑚𝑖𝑛𝑤,𝑏

1

2
∥ 𝑤 ∥2   𝑠. 𝑡     𝑦𝑖(𝑤 . 𝑥𝑖 + 𝑏) ≥ 1 

 

 A Neural Network consists of layers of interconnected neurons. Each neuron processes 

information using an activation function to model complex relationships in data[17]. 

 

𝑎(𝑙) = 𝑓(𝑊(𝑙)𝑎(𝑙−1) +  𝑏(𝑙)) 

 

Each model was trained using a consistent training procedure. The dataset was divided into 

training and testing subsets. In this study, the random splitting technique was applied, with a 

proportional split of 70:30, where 70% of the data was allocated for training and 30% for testing. 

The training subset was used to fit the model, while the testing subset was reserved for evaluating 

the model's performance. 

3. Results and Discussion 

 In this study, the performance of eight machine learning models was evaluated for the task of 

gender identification using voice data. Each model was assessed based on several key metrics, 

including accuracy, precision, recall, and the area under the Receiver Operating Characteristic 

(ROC) curve (AUC). The models demonstrated varying levels of effectiveness, with K-Nearest 

Neighbors (KNN) emerging as the top performer. This section presents a detailed discussion of 

the results obtained from each model and explores their implications for gender identification. 

 K-Nearest Neighbors (KNN) showed exceptional performance, achieving the highest 

accuracy of 0.9758. The confusion matrix analysis (Figure 2) revealed a balanced classification 

with minimal false positives and false negatives, indicating the model's robustness. The precision-

recall curve (Figure 4) exhibited a strong trade-off between precision and recall, while the ROC 

curve (Figure 5) confirmed high discriminative power. The success of KNN in this task can be 

attributed to its ability to leverage local data patterns effectively. The application of Min-Max 

normalisation played a crucial role in enhancing the model’s performance by ensuring that all 

features were on a comparable scale, which is essential for distance-based algorithms like KNN. 
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Figure 1. Result of KNN model train 

 

 
Figure 2. Confusion Matrix of KNN model 

 

 
Figure 4. Precision-Recall Curve of KNN model 

 
Figure 5. Receiver Operating Characteristic of KNN model 
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 Naive Bayes, with an accuracy of 0.9664, demonstrated a reliable performance, albeit slightly 

lower than KNN. The confusion matrix (Figure 7) indicated a higher number of misclassifications 

compared to KNN, particularly in distinguishing between closely related voice features. The 

model's strong performance is primarily due to its probabilistic approach, which works well 

when the features are independent. However, this assumption may not always hold in real-world 

datasets, where features can be correlated. The precision-recall curve (Figure 8) and ROC curve 

(Figure 9) suggested that while Naive Bayes performs well in general, it might struggle with 

feature dependencies, highlighting the need for further feature engineering or alternative 

probabilistic models. 

 

 
Figure 6. Result of Naive Bayes Model 

 

  
Figure 7. Confusion Matrix of Naive Bayes Model 

 

  
Figure 8. Precision-Recall Curve of Naive Bayes Model 
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Figure 9. Receiver Operating Characteristic of Naive Bayes Model 

 

 Decision Tree achieved an accuracy of 0.9653, closely following Naive Bayes. The model's 

confusion matrix (Figure 11) highlighted a moderate level of misclassifications. Decision Tree 

algorithms can handle both numerical and categorical data effectively, making them versatile. 

However, their tendency to overfit can reduce their generalisability to new data, as observed in 

this study. Despite employing techniques such as pruning, the model showed slightly lower 

precision and recall, as seen in the precision-recall curve (Figure 12). The ROC curve (Figure 13) 

also suggested that while the model distinguishes well between classes, there is room for 

improvement through advanced ensemble methods like Random Forest or Gradient Boosting. 

 

 
Figure 10. Result of Decision Three Model 

 

 
Figure 11. Confusion Matrix of Decision Three Model 
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Figure 12. Precision-Recall Curve of Decision Three Model 

 

  
Figure 13. Receiver Operating Characteristic of Decision Three Model 

 

 Random Forest, an ensemble learning model, demonstrated robust performance with an 

accuracy of 0.9632. By aggregating the predictions of multiple decision trees, Random Forest 

reduces the risk of overfitting. The confusion matrix (Figure 15) showed fewer misclassifications 

compared to the standalone Decision Tree model, indicating improved stability. The precision-

recall curve (Figure 16) and ROC curve (Figure 17) further affirmed the model's capability to 

balance precision and recall effectively. However, its slightly lower accuracy compared to KNN 

and Naive Bayes may be due to the inherent randomness in feature selection and data 

partitioning during the model's training phase. 

 

 
Figure 14. Result of Random Forest Model 
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Figure 15. Confusion Matrix of Random Forest Model 

 

 
Figure 16. Precision-Recall Curve of Random Forest Model 

 
Figure 17. Receiver Operating Characteristic of Random Forest 

 

 XGBoost, a gradient boosting technique, achieved an accuracy of 0.9716, positioning it among the top-

performing models. The confusion matrix (Figure 19) indicated a strong predictive capability with fewer 

misclassifications. XGBoost’s ability to handle complex data patterns through iterative boosting makes it 

a powerful tool for gender identification. Its precision-recall curve (Figure 20) and ROC curve (Figure 21) 

showcased high performance, particularly in precision, indicating effective handling of imbalanced data. 

The model's hyperparameter tuning and handling of missing values contributed to its strong results, making 

it a viable option for large and complex datasets. 
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Figure 18. Result of Xgboost Model 

 

 
Figure 19. Confusion Matrix of Xgboost Model 

 
Figure 20. Precision-Recall Curve of Xgboost Model 

 

 
Figure 21. Receiver-Recall Characteristic of Xgboost Model 

 

 Support Vector Machine (SVM), with an accuracy of 0.9653, performed comparably to 

Decision Tree but slightly lower than XGBoost and KNN. The confusion matrix (Figure 23) 
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suggested some challenges in correctly classifying instances near the decision boundary. SVM’s 

strength lies in its ability to find an optimal hyperplane that maximises class separation. 

However, it is sensitive to feature scaling, which was mitigated by applying Min-Max 

normalisation. The precision-recall curve (Figure 24) and ROC curve (Figure 25) indicated a 

robust model performance, though it could benefit from techniques like kernel trick 

enhancements to capture more complex data structures. 

 

 
Figure 22. Result of SVM Model 

 
Figure 23. Confusion Matrix of SVM Model 

 

 
Figure 24. Precision-Recall Curve of SVM Model 
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Figure 25. Receiver Operating Characteristic of SVM Model 

 

 Neural Network achieved an accuracy of 0.9748, closely trailing KNN. The confusion matrix 

(Figure 27) showed minimal misclassifications, suggesting that the model effectively captured 

complex patterns in the data. Neural Networks are particularly suited for tasks with non-linear 

relationships, benefiting from multiple hidden layers that learn hierarchical feature 

representations. The precision-recall curve (Figure 28) and ROC curve (Figure 29) demonstrated 

the model's ability to maintain high precision and recall across various thresholds. However, the 

computational cost and time for training were higher compared to simpler models like KNN, 

highlighting a trade-off between performance and efficiency. 

 

 
Figure 26. Result of Neural Network Model 

 

 
Figure 27. Confusion Matrix of Neural Network Model 
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Figure 28. Precision-Recall Curve of Neural Network Model 

 

 
Figure 29. Receiver Operating Characteristic of Neural Network Model 

 

 Logistic Regression, while traditionally considered a baseline model, showed strong 

performance with an accuracy of 0.9727. The confusion matrix (Figure 31) revealed a slightly 

higher number of false negatives compared to KNN and Neural Networks. Logistic Regression’s 

simplicity and interpretability make it a reliable choice for binary classification tasks, although it 

may struggle with non-linear data patterns. The precision-recall curve (Figure 32) and ROC curve 

(Figure 33) indicated satisfactory performance, but the model's assumptions of linearity could 

limit its applicability in cases with more complex data distributions. 

 

 
Figure 30. Result of Logistic Regression 
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Figure 31. Confusion Matrix of Logistic Regression 

 

 
Figure 32. Precision-Recall Curve of Logistic Regression 

 

 
Figure 33. Receiver Operating Characteristic of Logistik Regression 

 This comparative analysis highlights the strength of KNN in gender identification tasks, 

especially when the dataset is well-normalised. Models like XGBoost and Neural Networks also 

show promising results, offering robust alternatives in scenarios where high computational 

power is available. The findings underscore the importance of selecting appropriate models 

based on the dataset characteristics and the specific requirements of the application, paving the 

way for further research into optimisation techniques and feature engineering to enhance 

classification accuracy. 
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4. Conclusions 

 This study has presented a comprehensive comparison of eight machine learning 

algorithms—K-Nearest Neighbors (KNN), Naive Bayes, Decision Tree, Random Forest, Logistic 

Regression, XGBoost, Support Vector Machine (SVM), and Neural Network—for the task of 

gender identification using voice data. Among these models, KNN emerged as the top performer, 

achieving the highest accuracy of 0.9758. The outstanding performance of KNN can be attributed 

to its capability to effectively capture the local structure of the data, making it highly suitable for 

tasks with well-defined clusters, as demonstrated in the gender identification dataset used in this 

research. 

 The results also highlighted the critical role of data preprocessing, particularly normalisation 

using Min-Max scaling, in enhancing the performance of machine learning models. By scaling the 

features to a uniform range, normalisation ensured that each feature contributed equally to the 

model's decision-making process, which was especially beneficial for distance-based algorithms 

like KNN and SVM. This finding underscores the importance of thorough data preparation in 

machine learning workflows, as it can significantly impact the performance and generalisability 

of the models. 

 While KNN showed superior performance, other models such as XGBoost and Neural 

Network also demonstrated strong predictive capabilities, offering viable alternatives in 

scenarios where higher computational power is available, or complex data patterns are present. 

The robust performance of ensemble models like Random Forest and XGBoost indicates their 

potential for handling diverse and complex datasets, reducing the risk of overfitting and 

improving generalisation. Additionally, simpler models like Logistic Regression provided 

competitive accuracy with the added benefit of interpretability, making them suitable for 

applications where model transparency is crucial. 

 This comparative study offers valuable insights into the strengths and limitations of different 

machine learning algorithms for gender identification tasks. It highlights the need for careful 

model selection based on specific dataset characteristics and application requirements. Future 

work could explore advanced feature selection techniques, optimisation strategies, and the 

integration of deep learning architectures to further enhance performance. These findings have 

significant implications for practical applications in areas such as marketing, social analytics, and 

security, where accurate gender identification can provide valuable insights and improve user 

experience. 
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